ABSTRACT: The lattice fluid theory of solutions is used to calculate heats and volumes of mixing, lower critical solution temperatures, and the enthalpic and entropic components of the chemical potential. Results of these calculations are compared with literature data on several polyisobutylene solutions. In most instances the agreement with experiment is favorable and comparable to that obtained with the Flory equation of state theory. Several insights into polymer solution behavior are obtained and include: (1) differences in equation of state properties of the pure components make an unfavorable entropic contribution to the chemical potential that becomes large and dominant as the gas-liquid critical temperature of the solvent is approached; (2) limited miscibility of nonpolar polymer solutions at low and high temperatures is a manifestation of a polymer solution's small combinatorial entropy; and (3) negative heats of mixing in nonpolar polymer solutions are caused by the solvent's tendency to contract when polymer is added. Suggestions on how the theory can be improved are made.

Freeman and Rowlinson in 1960 observed that several hydrocarbon polymers dissolved in hydrocarbon solvents phase separated at high temperatures. These nonpolar polymer solutions exhibited what are known as lower critical solution temperatures (LCST), a critical point phenomenon that is relatively rare among low molecular weight solutions. Soon after the discovery of the universality of LCST behavior in polymer solutions, Flory and co-workers developed a new theory of solutions which incorporated the "equation of state" properties of the pure components. This new theory of solutions, hereafter referred to as the Flory theory, demonstrated that mixture thermodynamic properties depend on the thermodynamic properties of the pure components and that LCST behavior is related to the dissimilarity of the equation of state of properties of polymer and solvent. Patterson has also shown that LCST behavior is associated with differences in polymer/solvent properties by using the general corresponding states theory of Prigogine and collaborators. Classical polymer solution theory, i.e., Flory-Huggins theory, which ignores the equation of state properties of the pure components, completely fails to describe the LCST behavior.

More recently, a new equation of state theory of pure fluids and their solutions has been formulated by the present authors. This theory has been characterized as an Ising or lattice fluid theory (hereafter referred to as the lattice fluid (LF) theory). Both the Flory and LF theories require three equation of state parameters for each pure component. For mixtures, both reduce to the Flory-Huggins theory at very low temperatures.

Our general objective in the present paper is to survey the applicability of LF theory to polymer solutions.

Pure Lattice Fluid Properties

As its name suggests, LF theory is founded on a lattice model description of a fluid. An example of such a system is shown in Figure 1. For this model the primary statistical mechanical problem is to determine the number of configurations available to a system of \( N \) molecules each of which occupies \( r \) sites (an \( r \)-mer) and \( N_v \) vacant sites (holes). A mean field approximation is used to solve this problem. In this approximation random mixing of the \( r \)-mers with each other and with the vacant sites is assumed. This allows for the evaluation of pair and higher order probabilities in terms of singlet probabilities; the singlet probabilities are known and are equal to the fraction of each species in the system.

To within an additive constant, the chemical potential \( \mu \) is given by:

\[
\mu = rN\epsilon^*[-\tilde{p} + T\tilde{\rho} + T\ln(1-\tilde{p}) + \frac{\tilde{p}}{r}\ln\tilde{p}] \tag{1}
\]

where \( \tilde{T}, \tilde{P}, \tilde{\rho}, \) and \( \tilde{p} \) are the reduced temperature, pressure, volume, and density defined as:

\[
\tilde{T} = T/T^*; \quad \tilde{T}^* = \epsilon^*/k \tag{2}
\]

\[
\tilde{P} = P/P^*; \quad \tilde{P}^* = \epsilon^*/k \tag{3}
\]

\[
\tilde{\rho} = 1/\tilde{V} = V/V^*; \quad V^* = N\rho^*/k \tag{4}
\]

and \( \epsilon^* \) is the interaction per mer and \( V^* \) is the close-packed mer volume.

At equilibrium the chemical potential is at a minimum and satisfies the following equation of state:

\[
\tilde{p}^2 + \tilde{P} + T[\ln(1-\tilde{p}) + (1 - 1/r)\tilde{p}] = 0 \tag{5}
\]

In general there are three solutions to the equation of state. The solutions at the lowest and highest values of \( \tilde{p} \) yield minimum values in the chemical potential eq 1, while the intermediate value of \( \tilde{p} \) produces a maximum in the free energy. The high-density minimum (few vacant sites) corresponds to a liquid phase while the low-density minimum corresponds to a gas or vapor phase (most sites are empty). Typically near the triple point, reduced liquid densities are between 0.7 and 0.9 and gas densities between 0.001 and 0.005. At a given pressure there will be a unique temperature at which the two minima are equal. This temperature and pressure are the saturation temperature and pressure and the locus of all such \( T, P \) points defines the saturation or coexistence line where liquid and vapor are in equilibrium.

As the saturation temperature and pressure increase, the difference in densities between liquid and vapor phase diminishes until a temperature and pressure are reached where the densities of the two phases are equal. This unique point in the \( T, P \) plane is the liquid-vapor critical point (\( T_c, P_c \)). For the lattice fluid, the critical point in
which qualitatively correlates critical and boiling points relatively constant (see later), the theory predicts that the temperature also increases with parameters \( P \), \( n \) shown in Figure 2. It is the only theory to our knowledge that should decrease, and the normal boiling point should increases with \( r \) while \( \mu \) decreases with \( r \). Below the critical point and along an isobar, a saturation temperature also increases with \( r \). Thus, for a homologous series of fluids in which we expect \( T^* \) and \( P^* \) to be relatively constant (see later), the theory predicts that the critical temperature should increase, the critical pressure should decrease, and the normal boiling point should increase with increasing chain length. This type of critical point behavior is exemplified by the normal alkanes as shown in Figure 2. It is the only theory to our knowledge which qualitatively correlates critical and boiling points with chain length.

Another interesting aspect of the critical point is that \( \tilde{P}_c \to 0 \) as \( r \to \infty \). For the infinite chain there is only one solution to the equation of state and a phase transition from liquid to vapor is not possible. Stated another way, the equilibrium vapor pressure of the infinite chain is zero.

Determination of the Molecular Parameters. A real fluid is completely characterized by three molecular parameters \( \epsilon^* \), \( \mu^* \), and \( r \) or the three equation of state parameters \( T^* \), \( P^* \), and \( \rho^* \). The relationships among these parameters are

\[
\epsilon^* = kT^* \tag{9}
\]
\[
\mu^* = kT^*/P^* \tag{10}
\]
\[
r = M\rho^*/kT^*\rho^* = M/\rho^*u^* \tag{11}
\]

In principle any thermodynamic property can be utilized to determine these parameters, but saturated vapor pressure data are particularly useful because they are readily found in the literature for a wide variety of fluids. Equation of state parameters have been determined for 60 different fluids by a nonlinear least-squares fitting of experimental vapor pressure data.\(^{12}\) A partial listing is shown in Table I. An alternative method for determining the parameters is discussed in Appendix A.

For a polymer liquid \( r \to \infty \) and the equation of state reduces to a simple corresponding states equation:

\[
\rho^2 + \tilde{P} + \tilde{T}[\ln (1 - \rho) + \rho] = 0 \tag{12}
\]

Equation of state parameters can be determined for polymers by a nonlinear least-squares fit of eq 12 to experimental liquid density data.\(^{12}\) Figure 3 illustrates the corresponding states behavior of several polymer liquids over a large temperature and pressure range. The lines are theoretical isobars calculated from eq 12 at the indicated reduced pressures; \( \tilde{P} = 0 \) is essentially atmospheric pressure and \( \tilde{P} = 0.25 \) is of the order of a 100 MN/m\(^2\). The various symbols are the reduced experimental density data. Table II lists the equation of state parameters for the polymers represented in Figure 3.

In cases where limited PVT data are available for a given polymer, the equation of state parameters can be estimated from experimental values of density, thermal expansion coefficient, and compressibility determined at the same temperature and atmospheric pressure.\(^{13}\)

Physical Interpretation of the Molecular Parameters

In our original publication,\(^ {12}\) we identified \( \epsilon^* \) with a nearest neighbor mer interaction energy. However, it is
between mers separated by a distance between mers; i.e., the total configurational potential energy, pair distribution function, and per unit volume. Let us assume a Sutherland type po-
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not necessary to do so and below we generalize its meaning: the total configurational potential energy, $E$, of the LF can be expressed quite generally as

$$E = \frac{1}{2}(rN)\tilde{t}$$

$$\tilde{t} = 4\pi\rho \int_0^\infty \epsilon(R)g(R)R^2 dR$$

where $\tilde{t}$ is the average interaction energy of a mer with all other mers in the system, $\epsilon(R)$ is the intermolecular potential between mers separated by a distance $R$, $g(R)$ is the pair distribution function, and $\rho$ is the mer density in mers per unit volume. Let us assume a Sutherland type potential (hard core plus attractive tail) for the interaction between mers; i.e.,

$$\epsilon(R) = 0 \text{ for } (R/\nu^{1/3}) < 1$$

$$\epsilon(R) = -\omega(R^{1/3}/R)^\nu \text{ for } (R/\nu^{1/3}) > 1$$

For a hard core potential in the mean field approximation, the pair distribution function is given by

$$g(R) = 0 \text{ for } (R/\nu^{1/3}) < 1$$

$$g(R) = 1 \text{ for } (R/\nu^{1/3}) > 1$$

Substitution of eq 15 and 16 into eq 14 and 13 yields

$$E = -rN\epsilon^*$$

$$\epsilon^* = 2\pi\rho_0/(n - 3)$$

For the usual value of $n = 6$, $\epsilon^* = 2\pi\rho_0/3$. Thus, $\epsilon^*$ is proportional to the depth of the potential energy well.

The important point of the above calculation is that in the mean field approximation, the fluid potential energy is of the van der Waals type (proportional to fluid density) if the intermolecular potential is sufficiently short range ($n > 3$).

LF theory is intended to describe the fluid (disordered) and not the crystalline (ordered) state even though a lattice is used in the formulation of the theory. In keeping with this view, the close-packed state should be disordered, more akin to the glassy state than the crystalline state. Disordered close packing is not as dense as ordered close packing. A well-known example of this effect occurs with spheres. The packing fraction $P_f$ the fraction of space occupied, for closest packing of spheres (hexagonal or face-centered cubic) is 0.74 while $P_f$ for random close packing is 0.637. When the close-packed densities ($\rho^*$) listed in Table I are compared with known crystalline densities, it is found that most of the $\rho^*$ densities are smaller (usually about 10%). Thus, we can identify $r_c^*$ (see eq 11) with the close-packed molecular volume of the disordered fluid.

It is also instructive to examine the variation in $r_c^*$ and $r_c^*$ for the normal alkanes. Between $C_3$ and $C_{14}$, $r_c^*$ increases from one member to the next by 15.0 ± 0.4 cm$^3$/mol. This suggests that each CH$_2$ group contributes a constant amount to the molecular close-packed volume. This conclusion is further reinforced by plotting the close-packed mass density $\rho^*$ against reciprocal chain length. A relatively straight line is obtained which can be extrapolated to infinite chain length where $\rho^* = 994$ kg/m$^3$.

From this value we also conclude that the close-packed volume of a CH$_2$ group is 14.0/0.934 = 15.0 cm$^3$/mol. The $\rho^*$ value of linear polyethylene from Table II is, however, 904 kg/m$^3$ which yields a close-packed volume of a CH$_2$ group of 14.0/0.904 = 15.5 cm$^3$/mol. Considering that the molecular parameters for polyethylene were determined from density data and those for the normal alkanes from vapor pressure data, the agreement between the calculated close-packed volumes is quite satisfactory.

The total molecular interaction energy is $r_c^*$ which equals the energy required to convert 1 mol of the fluid...
from the close-packed state $\bar{p} = 1$ to a vapor of vanishing density $\bar{p} = 0$. From Table I, $\gamma = \hbar T^*$ is seen to increase irregularly with chain length for the normal alkanes, but the increase in $\gamma$ between $C_6$ and $C_{14}$ is much more systematic. It increases at $4.35 \pm 0.6$ kJ/mol of CH2 which suggests that a CH2 unit contributes a nearly constant amount to the total molecular interaction energy.

The above values of 15.0 cm$^3$/mol for the close-packed volume and 4.35 kJ/mol for the close-packed interaction energy of a CH2 group yield $T^* = 520$ K and $P^* = 280$ MN/m$^2$. These parameters were used to prepare Figure 2. The $r$ value for each alkane was determined by dividing its molecular weight by 14.

The identification of $r^*$ with the energy of vaporization in the close-packed state allows for a simple interpretation of the ratio $\gamma/r^*$. This ratio is defined as the characteristic pressure $P^*$ and is equal to the cohesive energy density (CED) of the fluid in the close-packed state since $\Delta E_{	ext{vap}}/V = r^*/r_0^* = P^*$. At finite temperatures CED = $\rho^*P^*$ if we ignore the interactions in the vapor phase (always true at zero pressure). Thus, $P^*$ is a direct measure of the “cohesiveness” of the fluid or the strength of the intermolecular interactions.

Mixed Lattice Fluids

Combining Rules. Extension of the LF theory to mixtures is relatively straightforward after the appropriate “combining rules” are adopted. Such rules are required in all statistical mechanical theories of mixtures and are often quite arbitrary. For the mixed LF model, one reason that combining rules become necessary is that each pure component has its own unique mer volume $u^*$; whereas in the mixture all mers are required to have the same average close-packed mer volume $u^*$, then it will occupy $r_i$ sites in the mixture such that

$$r_i^0 u^*_i = r_i u^* \quad (19)$$

This rule guarantees simple additivity of the close-packed volumes:

$$V^* = r_i^0 N_i u^*_i + r_j^0 N_j u^*_j = (r_i N_i + r_j N_j) u^* \quad (20)$$

(2) The total number of pair interactions in the close-packed mixture is equal to the sum of the pair interactions of the components in their close-packed pure states, i.e.,

$$(z/2)(r_i^0 N_i + r_j^0 N_j) = (z/2)(r_i N_i + r_j N_j) = (z/2)rN \quad (21)$$

where $z$ is the coordination number of the lattice and

$$r = x_1 r_1^0 + x_2 r_2^0 = x_1 r_1 + x_2 r_2 \quad (22)$$

$$x_1 = N_i / N = 1 - x_2 = \text{(mole fraction)} \quad (23)$$

$$N = N_1 + N_2 \quad (24)$$

(3) Characteristic pressures are pairwise additive in the close-packed mixtures:

$$P^* = \phi_1 P_1^* + \phi_2 P_2^* - \phi_1 \phi_2 \Delta P^* \quad (25)$$

$$\Delta P^* = P_1^* + P_2^* - 2 P_{12}^* \quad (26)$$

$$\phi_1 = r_i N_i / rN = 1 - \phi_2 \quad (27)$$

The first two combining rules yield the following relationship for the average close-packed mer volume:

$$\nu^* = \phi_1 \nu_1^* + \phi_2 \nu_2^* \quad (28)$$

where

$$\phi_1 = r_i^0 N_i / rN = 1 - \phi_2 \quad (29)$$

The concentrations $\phi_1$ and $\phi_1'$ are related by

$$\phi_1' = \phi_1 + \phi_2 \quad \phi_1 = \phi_1' - \phi_2 \quad (30)$$

$$\nu = \phi_1' \nu_1'/\nu_2' \quad (31)$$

From the definition of $\phi_1$ given in eq 27 and the first combining rule, it can be easily shown that it represents the close-packed volume fraction of component $i$; i.e.,

$$\phi_1 = \frac{m_1 / \rho_1^*}{m_1 / \rho_1^* + m_2 / \rho_2^*} \quad (32)$$

where $m_1$ and $m_2$ are the respective mass fractions. In subsequent equations, concentrations will always be expressed in terms of $\phi_1$. The volume of the mixture is

$$V = (N_1 + rN) u^* = V u^* \quad (33)$$

Alternatively, the reduced volume $\bar{v}$ can be expressed in terms of the specific volume of the mixture $v_s$ or its mass density $\rho$:

$$\bar{v} = v_s / v_{sp} = \rho^* / \rho = 1 / \bar{\phi} \quad (34)$$

where

$$v_{sp} = m_1 / \rho_1^* + m_2 / \rho_2^* = 1 / \bar{\phi} \quad (35)$$

In our original specification of the combining rules, only eq 19 and 21 were imposed. Here we add a third rule, eq 25. Adding this rule does not introduce additional theoretical parameters; adding this third rule, however, yields a more quantitative theory.

The old combining rules yielded pairwise additivity of the mer-mer interaction energies $\epsilon_{ij}$ [cf. eq 27 of ref 14]. We have shown that the characteristic pressure $P^*$ is closely related to the physical property of cohesive energy density and our third rule insures pairwise additivity of this property in the close-packed state. Now the mer-mer interaction energy of the mixture $\epsilon^*$ is given by

$$\epsilon^* = P^* u^* = (\phi_1 P_1^* + \phi_2 P_2^* - \phi_1 \phi_2 \Delta P^*)(\phi_1 \nu_1^* + \phi_2 \nu_2^*) \quad (36)$$

and will only be pairwise additive when $v_{1s} = v_{2s}$. Thus, under the new rules $P^*$ is pairwise additive and $\epsilon^*$ is not, whereas under the old rules $\epsilon^*$ was pairwise additive and $P^*$ was not. Further justification of eq 36 is given in Appendix C.

It is convenient to introduce reduced variables. The reduced volume and density are defined by eq 34 and the reduced temperature $T^*$ and pressure $P^*$ of the mixture are defined formally as before:

$$T^* = T / T^*; \quad \epsilon^*/k \quad (37)$$

$$P = P^* / P^* \quad (38)$$

where $\epsilon^*$ is given by eq 36 and $P^*$ is given by eq 25. From eq 36 and 30, $T^*$ can be expressed as

$$T^* / T = 1 / T = (\phi_1 T_1 + \nu_2 T_2) / (\phi_1 + \nu_2) - \phi_1 \phi_2 X \quad (39)$$

where

$$X = \Delta P^* \nu^*/kT \quad (40)$$
Free Energy and Chemical Potentials. The configurational Gibbs free energy $G$ of a binary mixture is given by (cf. eq 1):

$$G = rNc^*G$$

Minimization of the free energy with respect to density or volume yields the same equation of state as before, eq 5, but with $T^*$, $P^*$, and $r$ defined as above ($r$ is also given by $1/r = \phi_1/r_1 + \phi_2/r_2$).

The chemical potential $\mu_1$ is given by

$$\mu_1 = \frac{\partial G}{\partial N_1}T,P,N_2$$

The expression for $\mu_2$ is easily obtained by interchanging the indices 1 and 2.

The chemical potentials have the following properties:

1. They reduce correctly to their appropriate molar pure state values (cf. eq 1):

$$\mu_1(\phi_1 = 1) = \Delta P^* v_1^*/kT$$

The expression for $\mu_2$ is easily obtained by interchanging the indices 1 and 2.

2. At low temperatures or high pressures the reduced densities approach their maximum value of unity. In this limit the Flory-Huggins chemical potentials are recovered as $\mu_1(\phi_1 = 1)$ and $\mu_2(\phi_2 = 1)$.

3. There is only one parameter, $\Delta \rho_1^*$ or $X_1$, that characterizes a binary mixture. All other parameters are known from the pure components. It is convenient to characterize the interaction in terms of a dimensionless parameter $\xi$ which measures the deviation of $P_{12}^*$ from the geometric mean:

$$\xi = P_{12}^*/(P_1^*P_2^*)^{1/2}$$

and eq 26 becomes

$$\Delta \rho_1^* = P_{12}^* + P_{21}^*-2\xi(P_1^*P_2^*)^{1/2}$$

Mixing Functions. The fractional volume change $\Delta V_m/V_0$ that occurs upon mixing is ($V_0$ is the "ideal volume" of the mixture assuming additivity):

$$\Delta V_m/V_0 = \xi\phi_1 + \phi_2$$

The heat (enthalpy) of mixing $\Delta H_m$ at low pressures is ($PAV_m$ term ignored):

$$\Delta H_m/RT = \frac{1}{2}(\phi_1 + \phi_2)\rho_1 - \phi_2 + \phi_2\phi_2/RT$$

The entropy of mixing $\Delta S_m$ is

$$\Delta S_m/R = -r\left\{\phi_1\ln\phi_1 + \phi_2\ln\phi_2 + \phi_1\rho_1\ln\phi_1 + \phi_2\rho_2\ln\phi_2\right\}$$

The first two terms in $\Delta S_m$ are the Flory-Huggins combinatorial entropy terms.

Phase Stability and the Spinodal. A negative free energy of mixing is a necessary but not sufficient condition for miscibility. For a binary mixture at a given temperature and pressure, a necessary and sufficient condition for miscibility over the entire composition range is for $d\Delta H_m/dx_1$ to be positive over the entire range ($d\Delta H_m/dx_2$ will also be positive through a Gibbs-Duhem relation). Under these conditions the free energy of mixing is also negative as required.

This positive property of the chemical potentials is related to the curvature properties of the intensive free energy $g = G/N$ of the binary mixture:

$$\mu_1 = \frac{\partial G}{\partial N_1}T,P,N_2$$

where $\xi = \phi_1 + \phi_2$.

Therefore, $\Delta \rho_1^*/(\rho_1 - \rho_2)$ is related to the curvature properties of the intensive free energy $g = G/N$ of the binary mixture:
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proximately closed system the pressure equals the equilibrium vapor pressure of the mixture. Let us further assume that $X$ is the same in both phases. To illustrate this, the spinodal. (The equilibrium phase diagram is defined by the condition that the chemical potential of each component be positive: $\mu_i > 0$ for stability in dilute solutions. For the LF, we have (see Appendix B): $\chi = r^0 \mu_1 / kT \approx (1/2 - x_1) \phi_2^2$ (60)

Now $d\mu_1 / d\phi_1 > 0$ implies that $(1/2 - x_1) > 0$ for stability of the UCST behavior prior to reaching its liquid-vapor critical temperature $T_c$. In low molecular weight solutions, the combinatorial entropy term is relatively large and the LCST should appear very close to $T_c$ where it may be difficult to observe experimentally. In contrast, for a polymer solution the combinatorial entropy term is small (see Figure 5) and the LCST can occur well below the critical temperature of the solvent. For many polyisobutylene/solvent systems $0.7 < \text{LCST}/T_c < 0.9$.

Comparison of Theory and Experiment

Heats and Volumes of Mixing. The LF theory is a one-parameter theory of a binary mixture. This parameter $\Delta P^*$ (or the related parameters $X_1$ and $T$) can be determined from a single solution datum. Here we use heats of mixing at infinite dilution.

When the solvent (component 1) is in excess $\Delta H_m$ approaches a limiting value $\Delta H_m(\infty)$ given by

$$\Delta H_m(\infty) = \lim_{\phi_2 \to 0} \Delta H_m / \phi_2 = \left. \frac{d\Delta H_m}{d\phi_2} \right|_{\phi_2 \to 0}$$ (62)
In units of energy/mole of repeat unit, the LF theory yields:

\[ \Delta H_m(\infty) / RT = r_i^0(M_i/M_r)(\rho_i^*/\rho_0^*) \times \]

\[ [\tilde{p}_1 X_1 + \tilde{p}_2 \tilde{p}_3 P_1^* \beta_1 + \nu (\tilde{p}_2 - \tilde{p}_1) / \langle \tilde{T} \rangle] \]

(63)

where \( M_r \) is the molecular weight of the polymer repeat unit and \( M_i \) is the solvent molecular weight. In deriving eq 63 we used the important relation

\[ d\tilde{p}_1 / d\phi_1 = \tilde{p}_2 \tilde{T} P^* \beta \]

(64)

Table III contains experimental values of \( \Delta H_m(\infty) \) at 298 K for seven polyisobutylene (PIB) solutions and the corresponding values of \( X_1 \) calculated from eq 63. Also shown are \( \Delta P^* \) and \( \gamma \) obtained from \( X_1 \) via eq 44 and 48. A striking feature of the data is that six of these nonpolar polymer solutions are exothermic. Notice, however, that all of the calculated \( X_1 \) values are positive.

Inspection of eq 63 reveals the physical principles that determine the sign of \( \Delta H_m(\infty) \). The first term, \( \tilde{p}_1 X_1 \), is the exchange interaction energy parameter. A positive \( X_1 \) should, according to classical theory, yield a positive \( \Delta H_m \) because it is proportional to the net change in energy that accompanies the formation of a 1-2 bond from a 1-1 and a 2-2 bond. The term proportional to \( (\tilde{p}_2 - \tilde{p}_1) / \langle \tilde{T} \rangle \) is also positive since \( \tilde{p}_2 > \tilde{p}_1 \) for all solutions in Table III. This term is associated with the process of taking a polymer molecule out of a high-density medium \( \tilde{p}_2 \) and placing it in one of lower density \( \tilde{p}_1 \); this is energetically less favorable and contributes positively to \( \Delta H_m(\infty) \). The remaining term, \( \tilde{p}_2 \tilde{p}_3 P_1^* \beta_1 \), has a similar interpretation with respect to the solvent molecules. This term can be positive or negative depending on the sign of \( \beta_1 \) and \( \phi_1 = 1 \). The sign of \( \phi_1 \) (see eq 55) is largely determined by the sign of \( (T_1^* - T_r^*) \) and as can be seen in Table III is negative in all cases. From eq 64 this implies that \( d\tilde{p}_1 / d\phi_2 > 0 \) at \( \phi_2 = 0 \) or adding a small amount of polymer to solvent causes a density contraction. The magnitude of the contraction is proportional to the compressibility of the solvent \( (\beta_1) \). It is energetically favorable because at a distance \( R \) from a given solvent mer, there are now more mers/unit volume and the average interaction is stronger \( (T_1^* > T_r^*) \). It is this term that dominates \( \Delta H_m(\infty) \) for six of the seven solutions in Table III.

Also notice that all solutions with a negative \( \Delta H_m \) have a negative volume change\(^6\),\(^9\)-\(^10\) although a negative \( \Delta V_m \) is not a sufficient condition for a negative \( \Delta H_m \). The quoted values of \( \Delta V_m \) are the maximum observed volume changes which all occur near the 50:50 composition (by weight). The calculated values of \( \Delta V_m \) based on the interaction parameters determined from \( \Delta H_m(\infty) \) data are not in very good agreement. However, the correct signs are obtained and the deviations are systematic.

Although benzene has a large and positive heat of mixing with PIB at room temperature, it decreases with increasing temperature and finally becomes negative near 435 K.\(^1\)\(^2\) Figure 6 compares the experimental (solid circles) and calculated (solid line) \( \Delta H_m(\infty) \) as a function of temperature. The theoretical curve was calculated using temperature independent pure-component parameters and the value of the interaction parameter determined at 298 K. As can be seen, the agreement is quite good.

**Chemical Potentials.** A more stringent test of theory is to compare chemical potentials using the interaction parameters shown in Table III. For the purposes of comparison it is convenient to define the activity of the solvent \( (\alpha_1) \) in terms of a dimensionless \( \chi \) parameter:

\[ (\alpha_1 - 1)/RT = \alpha_1 = \alpha_1 + \phi_1 + \phi_2 + \chi \phi_2^2 \]

(65)

This functional form is that suggested by classical theory (we have set \( r_1/r_2 = 0 \); cf. eq 46) in which \( \chi \) is inversely proportional to temperature and independent of concentration. It is now well known that \( \chi \) does not possess a simple \( 1/T \) dependence and in general is concentration dependent. Empirical values of \( \chi \) as a function of concentration are obtained from measured activities by solving eq 65 for \( \chi \)\(^3\). Defined in this way \( \chi \) may be called the reduced residual chemical potential:\(^4\)

Similarly, we can define a reduced residual enthalpy and entropy of dilution by

\[ \chi_H = -T (\phi_1 / \phi_0) \]

(66)

\[ \chi_S = \phi_1 / \phi_0 \]

(67)

and, of course,

\[ \chi = \chi_H + \chi_S \]

(68)

The quantities \( \chi_H \) and \( \chi_S \) correspond to \( \kappa \) and \( 1/2 - \psi \) in Flory’s older notation.\(^11\)
Table IV
Comparison of Experimental and Theoretical Chemical Potentials, Volumes of Mixing, and Lower Critical Solution Temperatures for Polyisobutylene Solutions at 298 K

<table>
<thead>
<tr>
<th></th>
<th>$\chi_1$</th>
<th>$\chi_{H1}$</th>
<th>$\chi_{S1}$</th>
<th>$T_x$</th>
<th>$\Delta V_m/V_0 \times 10^3$</th>
<th>$\Theta_s$, K</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>exptl</td>
<td>calc</td>
<td>exptl</td>
<td>calc</td>
<td>exptl</td>
<td>exptl</td>
</tr>
<tr>
<td>n-pentane</td>
<td>0.49</td>
<td>0.76</td>
<td>-0.42</td>
<td>-0.33</td>
<td>0.91</td>
<td>1.09</td>
</tr>
<tr>
<td>n-hexane</td>
<td>0.56</td>
<td>-0.27</td>
<td>0.88</td>
<td>-0.27</td>
<td>0.47</td>
<td>0.85</td>
</tr>
<tr>
<td>n-heptane</td>
<td>0.49</td>
<td>-0.17</td>
<td>0.67</td>
<td>-0.17</td>
<td>0.45</td>
<td>0.61</td>
</tr>
<tr>
<td>n-octane</td>
<td>0.46</td>
<td>0.63</td>
<td>0.57</td>
<td>0.57</td>
<td>0.38</td>
<td>0.48</td>
</tr>
<tr>
<td>n-decane</td>
<td>0.32</td>
<td>-0.18</td>
<td>0.41</td>
<td>-0.18</td>
<td>0.28</td>
<td>0.29</td>
</tr>
<tr>
<td>cyclohexane</td>
<td>0.47</td>
<td>0.67</td>
<td>0.36</td>
<td>0.67</td>
<td>0.53</td>
<td>0.48</td>
</tr>
<tr>
<td>benzene</td>
<td>0.50</td>
<td>0.63</td>
<td>0.47</td>
<td>0.63</td>
<td>0.33</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Figure 7. The variation of the reduced chemical potential $x_1$ as a function of temperature for polyisobutylene/cyclohexane solution at the indicated values of the interaction parameter $\zeta$ (see eq 48). Notice how strongly $x_1$ depends on $\zeta$ at low temperatures.

The concentration dependence of these quantities can be expressed formally in series form:

$X = x_1 + x_2 \phi_2 + x_3 \phi_2^2 + \ldots \quad (69)$

$X_H = X_{H1} + X_{H2} \phi_2 + \ldots \quad (70)$

The coefficients $x_i$ are the same coefficients in the virial expansion of the chemical potential shown in eq 59. The limiting values of these parameters are particularly important:

$x(\phi_1 = 1) = x_1 = x_{H1} + x_{S1} \quad (71)$

$x(\phi_1 = 0) \quad x^* = x_{H1}^* + x_{S1}^* = \sum x_i \quad (72)$

For the LF, $x_1$ is given by eq 61 and $x^*$ by

$X^* = \sum x_i \left[ \beta_X X_1 + (\beta_1 - \beta_2) / \beta_1 + (\delta - 1) \times \ln(1 - \beta_2) - (\delta - 1) \ln(1 - \beta_1) + \frac{1}{\beta_1} \ln(\beta_2/\beta_1) \right] \quad (73)$

Figure 8. The variation of $x_1$ and its enthalpic $x_{H1}$ and entropic $x_{S1}$ components with temperature are illustrated for dilute polyisobutylene/benzene solutions with $\zeta = 0.9803$ shown as a function of temperature for PIB/benzene for $\zeta = 0.9803$. As the LCST is approached, $x_{H1}$ and $x_{S1}$ individually diverge rapidly in opposite directions, whereas their sum, $x_1$, diverges more slowly in the positive direction.

Critical Temperatures. When compared to similar low molecular weight solutions, polymer solutions are anomalous in two respects: First, limited miscibility is often observed at room temperatures even when polymer and solvent are both nonpolar, and second, polymer solutions show a greater propensity for phase separation at high temperatures. Complete miscibility is obtained above the upper critical solution temperature (UCST), and below the LCST. Both the UCST and LCST depend on molecular weight. With increasing molecular weight, the UCST approaches a limiting value called the $\Theta$ temperature.$^{11}$ Similarly, the LCST approaches an asymptotic limit with molecular weight.$^{23-27}$ We shall refer to the LCST $\Theta$ as the superus $\Theta$ and designate it as $\Theta_s$.

Stability conditions lead to the following conditions on $x_1$ (cf. previous section on phase stability):

$x_1 = \frac{1}{2} \Theta_s$ for $T = \Theta$ or $\Theta_s$

$x_1 < \frac{1}{2} \Theta_s$ for $0 < \Theta < \Theta_s$

$x_1 > \frac{1}{2} \Theta_s$ for $\Theta < \Theta$ or $\Theta > \Theta_s$

Therefore, $\Theta$ and $\Theta_s$ can easily be located by calculating $x_1$ as a function of temperature. In Figure 8 $x_1$ is plotted as a function of temperature for PIB/benzene and yields $\Theta = 370$ K and $\Theta_s = 487$ K as compared to the experimental values of $\Theta = 298$ K and $\Theta_s = 534$ K.$^{17}$ The calculated values are based on $\zeta = 0.9803$. If $\zeta$ is increased
to 0.9864, $\Theta = 298$ K and $\Theta_2 = 490$ K. Although $\Theta$ is relatively sensitive to the interaction parameter, $\Theta_2$ is not as can be seen in Figure 7 for PIB/cyclohexane. Actually, no value of $\zeta$ can be chosen to yield a theoretical $\Theta_2$ of 534 K. The entropic equation of state term, which is jointly proportional to the compressibility of the solvent ($\beta$) and $\psi$, dominates $x_{1}$ at high temperatures (see eq 61). In all of our calculations, the calculated $\Theta_2$ is less than the observed value (see Table IV). This seems to indicate that $x_{81}$ is overestimated at high temperatures.

Summary and Conclusions

A general result of the LF theory is that differences in equation of state properties of the pure components make a thermodynamically unfavorable entropic contribution to the chemical potential. This is most apparent in the stability condition (the spinodal inequality 57) where the positive term $\beta_1^2 T^2 x_{81}$ can be shown to be completely entropic. This term is only zero at $T = 0$ or when $\psi = 0$: $\psi$ is a function of pure component parameter differences (see eq 55) and is in general nonzero. Thus, differences in pure component parameters, especially $T^*\psi$ values, tend to destabilize a solution and make it more susceptible to phase separation. This unfavorable entropic term, which is small and relatively unimportant at low temperatures, becomes large and dominant as the liquid–gas critical temperature $T_c$ is approached (see Figure 4). In both low molecular weight and polymer solutions this term is similar in magnitude, but the favorable contribution that the combinatorial entropy makes toward stability is much smaller for polymer solutions. This small combinatorial entropy term makes a polymer solution more susceptible to phase separation (than a similar low molecular weight solution) at both low and high temperatures. Therefore, we reach the general conclusion that in nonpolar polymer solutions limited miscibility at low and high temperatures is a manifestation of a polymer solution's small combinatorial entropy.

Heats of mixing at infinite dilution $\Delta H_m(\alpha)$ have been used to determine the interaction energy parameter between polyisobutylene and seven hydrocarbon solvents. The interaction parameter can be expressed in any of three equivalent forms, $x_i$, $\Delta P^*$, and $\zeta$, and all are tabulated in Table III. The parameter $\Delta P^*$ physically represents the net change in cohesive energy density upon mixing at the absolute zero of temperature. As might be expected for these nonpolar solutions, the calculated $\Delta P^*$'s are all positive. Thus, at absolute zero the heats of mixing would all be positive (endothemic). However, only PIB/benzene has a positive $\Delta H_m(\alpha)$ at 298 K. In terms of the LF theory, negative heats of mixing are caused by the tendency of the solvent to contract when a small amount of polymer is added. The magnitude of the contraction is proportional to the iso-thermal compressibility of the solvent. It is an energetically favorable process because it results in more intermolecular interactions of lower potential energy among the solvent molecules.

Although $\Delta H_m(\alpha)$ is large and positive at room temperature for PIB/benzene, it decreases with increasing temperature and becomes exothermic near 435 K. LF theory semiquantitatively accounts for this behavior as shown in Figure 6.

Using the interaction parameters determined from $\Delta H_m(\alpha)$ data, volumes of mixing $\Delta V_m$ were calculated and tabulated in Table IV. Theory correctly predicts that all of the PIB solutions, except benzene, have negative $\Delta V_m$'s. In all cases, including benzene, the calculated solution volume was smaller than observed. The Flory equation of state theory of solutions never correlates these volume changes slightly better than LF theory. In the Flory theory, the pure component parameters were all detemined at 298 K whereas in the LF theory these parameters are obtained over a large temperature range. If the LF parameters are chosen so as to perfectly reproduce pure liquid densities at 298 K as in the Flory theory, better agreement with experiment is obtained. However, we prefer not to use temperature-dependent parameters and have not done so in any of the calculations in this paper.

Chemical potentials have been calculated in both dilute and concentrated ranges and compared with available experimental data on PIB solutions of n-pentane, n-octane, cyclohexane, and benzene as shown in Table IV. The essential validity of theory is manifested in the calculated values of the reduced residual entropy at infinite dilution ($x_{81}$). In classical theory $x_{81} = 0$, yet $x_{81}$ dominates the chemical potential in dilute PIB solutions of n-pentane, n-octane, and cyclohexane. As can be seen the calculated $x_{81}$ values are in good agreement with those observed except for benzene.

Notice that negative (favorable) values of the residual enthalpy $x_{81}$ are associated with positive (unfavorable) values of $x_{81}$. Qualitatively, this trend can be understood. In a dilute polymer solution the solvent molecules, as explained above, are in a slightly denser environment than in the pure state; this is energetically favorable and promotes negative values of $x_{81}$. However, entropy decreases with density ($dS/d\rho < 0$) and the denser environment lowers the entropy of the solvent molecules which is thermodynamically unfavorable ($x_{81} > 0$).

Lower critical solution temperatures have also been calculated and are tabulated in Table IV. For n-pentane and n-hexane the calculated value of $x_1$ is greater than 0.5 and theory incorrectly predicts limited miscibility of PIB in these two solvents at 298 K. (The variation of $x_1$ with $T$ for these two systems would be similar to that shown for PIB/cyclohexane in Figure 7 for $\zeta = 1.0$.) For the remaining solvents the calculated LCST's are all lower than observed.

As polymer concentration increases, the reduced residual chemical potential ($\chi$) approaches a limiting value $\chi^* = \chi(\phi_1 = 0)$. For most polymer solutions that have been studied, $d\chi/d\phi_2 > 0$ and $x_1 \approx x_1(\chi = 1) = x^*$. An exception to this trend can be found in polystyrene/chloroform solutions. In Table IV notice that n-pentane and benzene solutions of PIB have large and positive experimental values of $d\chi/d\phi_2$ whereas theory yields only a small positive value for benzene and a negative one for n-pentane. For PIB/benzene, the variation in $\chi$ with $\phi_2$ is largely determined by the large positive value of $d\chi_1/d\phi_2$ whereas theoretically $d\chi_1/d\phi_2 < 0$ and $d\chi_1/d\phi_2 > 0$. (Similar data for PIB/n-pentane are not available.) This is the most serious shortcoming of the LF theory.

In the Flory theory the sign and magnitude of $d\chi/d\phi_2$ is a sensitive function of the $s_1/s_2$ ratio (s_i is the surface to volume ratio of component i). In principle this ratio can be estimated from molecular models or by using van der Waal values. However, the values obtained by these two methods often differ appreciably as in the case of polystyrene/methyl ethyl ketone. Unlike the Flory theory we have not explicitly introduced surface area corrections via the combining rules into the LF theory. This brings us finally to an assessment of the future. How can theory be improved? Both the Flory and LF theories employ approximate equations of state to describe the pure component fluids. Better equations of state of the pure components should produce a better theory of solutions.
We can experiment with new combining rules. LF theory seems particularly flexible in this respect compared to Flory's theory. In Appendix C the LF theory is generalized to facilitate experimentation with different sets of combining rules. The quantity that is most affected by the combining rules is the $\psi$ function (defined by eq 55) which is very sensitive to the value of $d\psi/d\phi_1$. Small changes in $\psi$, for example, can dramatically affect calculated values of $\chi_S$ and $\chi_H$.

There is also the need to make suitable corrections to the theory for dilute polymer solutions. In the dilute regime there is little overlap between polymer molecules and a non-uniform distribution of polymer segments exists, whereas the mean field character of the theory assumes uniformity of the segment distribution.

**Appendix A**

Molecular parameters for low molecular weight fluids can be estimated from a known heat of vaporization $\Delta H_v$, a vapor pressure $P$, and a liquid specific volume $v_l$ all at the same temperature $T$:

\[
r = \frac{\Delta H_v}{RT} - \ln \left(\frac{v_g}{v_l}\right)
\]

\[
T^* = \frac{\epsilon^*}{R} = \frac{(\Delta E_v/R)}{\rho P}
\]

\[
\rho^* = \frac{1}{\rho_0}
\]

\[
\nu^* = \frac{M}{\rho^*}
\]

\[
p^* = R T^*/\nu^*
\]

The reduced density $\rho$ required above satisfies the following equation which must be numerically evaluated:

\[
[2\Delta E_v/RT - \ln \left(\frac{v_g}{v_l}\right)] \ln (1 - \rho) - \frac{(\Delta E_v/RT - 1)\rho \ln (1 - \rho)}{\rho} = 0
\]

where $\Delta E_v$ is the energy of vaporization and $v_g$ is the specific volume of the gas phase.

In deriving the above results we assumed that $P$ was low enough so that the vapor phase could be treated as an ideal gas and that $v_g \gg v_l$. Under these conditions the entropy of vaporization $\Delta S_v$ is given by

\[
\Delta S_v/R = \Delta H_v/RT = r[1 + (\rho - 1) \ln (1 - \rho)] + \ln \left(\frac{v_g}{v_l}\right)
\]

and

\[
\Delta E_v = \Delta H_v - RT = r \rho \frac{\dot{T}}{T}
\]

Using eq A.7 and A.8, $r$ and $\dot{T}$ can be eliminated in the equation of state eq 12 to obtain eq A.6 with $\rho = 0$.

**Appendix B**

Listed below is a compendium of useful relations for binary mixtures based on the combining rules of this paper, eq 19, 21, and 25.

\[
u^* = \left(\frac{v_1}{\phi_1^*} + \phi_2 v_2^*\right) = \frac{v_1}{\phi_1 + \nu \phi_2}
\]

\[
r_1 = (\phi_1 + \nu \phi_2) r_1^0; \quad r_2 = (\phi_1 + \nu \phi_2) r_2^0/\nu
\]

\[
\frac{d(1/\dot{T})}{d\phi_1} = \frac{\nu(r_1^0 - 1/r_2^0)}{\phi_1 + \nu \phi_2^0}
\]

\[
\frac{d^2(1/\dot{T})}{d\phi_1^2} = \frac{2\nu}{\phi_1 + \nu \phi_2^0}[1/(1/\dot{T}_1 - 1/\dot{T}_2)]
\]

where

\[
\dot{\psi}_2 = \psi(\phi_2 = 1)
\]

\[
\dot{\chi^*} = \dot{\chi}^* + \dot{\chi}^*_s
\]

\[
\dot{\chi}_{H3} = r_1^0 \dot{\rho}_1 X_1 + R_1
\]

\[
\dot{\chi}_{H1} = r_1^0 \dot{\rho}_1 \dot{\psi}_1 \dot{T}_1 P_1 \dot{\beta}_1 - R_1
\]
where
\[ R_1 = \frac{p_1 \frac{d \phi}{d \phi_{i=1}^N} \frac{\phi_i}{r_i} + \frac{1}{2} \left( \frac{\phi_1^2}{T_1} \right) \frac{d^2 \phi}{d \phi_{i=1}^N} \right] + \left( \frac{\phi_i^2}{T_i} \right) \frac{d \phi}{d \phi_{i=1}^N} \]  
\tag{B.20}

Appendix C

In this paper and ref 14 we assumed
\[ r_i^0 u_i^* = r_i^0 \]  
\tag{C.1}
and
\[ \sum r_i^0 N_i = \sum r_i N_i = r N \]  
\tag{C.2}
Combining eq C.1 and C.2 yields
\[ u^* = \sum \phi_i^0 u_i^* \]  
\tag{C.3}
where
\[ \phi_i^0 = r_i^0 N_i / r N \]  
\tag{C.4}
Our first assumption implied that the number of sites occupied by a molecule of species \( i \) in the mixture differed from that in the pure state. This artifice guarantees simple additivity of the close-packed (CP) volumes (see eq 20).
To make the theory more general we replace assumption C.1 with
\[ r_i = r_i^0 \]  
\tag{C.5}
That is, a molecule of species \( i \) occupies the same number of sites in the mixture as it does in the pure state. The CP volume of the mixture, \( V^* \), is now, in general, not equal to the sum of the pure component CP volumes:
\[ V^* = \sum (r_i^0 N_i) u_i^* = r N u_i^* = \sum r_i^0 N_i u_i^* \]  
\tag{C.6}
The fraction of sites, \( f_i \), occupied by species \( i \) is now given by
\[ f_i = \frac{r_i^0 N_i}{r N + N_0} = \frac{p_i}{r N + N_0} \]  
\tag{C.7}
where, as before, \( p \) is the total fraction of occupied sites
\[ p = \frac{r N}{r N + N_0} \]  
\tag{C.8}
With eq C.5 it is unnecessary to define a CP volume fraction, \( \phi_i \) (see eq 27 and 32). In all subsequent equations below the superscript 0 is omitted on \( \phi_i \) and \( r_i^0 \); it is understood that \( \phi_i = \phi_i^0 \) is a site fraction given by
\[ \phi_i = r_i N_i / r N = (m_i / \rho_i u_i^*) / (m_i / \rho_i u_i^*) \]  
\tag{C.9}
Compared to the CP state the entropy of the LF is
\[ S = -k \sum N_i \ln f_i \]  
\tag{C.10}
or
\[ \frac{S}{r N} = -k \sum \phi_i = K \left\{ \ln (1 - p) + 1 \right\} + \frac{1}{r} \ln \phi + \sum \frac{\phi_i}{r_i^0} \ln \phi_i \]  
\tag{C.11}
where the \( \phi_i \) in eq C.11 are defined by eq C.9.

Generalization of eq 13 and 14 to multicomponent mixtures yields the following for the configurational potential energy, \( E \):

\[ E/V = \frac{1}{2} \sum \sum \rho_i \rho_j \int \epsilon_{ij}(\vec{R}) g_{ij}(\vec{R}) \ d\vec{R} \]  
\tag{12.12}
where \( \rho_i \) is the number of mers of type \( i \) per unit volume:
\[ \rho_i = r_i N_i / V = f_i / u_i^* = \rho_i / u_i^* \]  
\tag{12.13}
Again assume that the mers have hard cores and interact attractively with one another at a distance \( R \) via an inverse power law; i.e.,
\[ \epsilon_{ij}(R) = \infty \text{ for } R / \sigma_{ij} < 1 \]
\[ \epsilon_{ij}(R) = -\epsilon_{ii}(\sigma_{ij}/R)^n \text{ for } R / \sigma_{ij} > 1 \]  
\tag{12.14}
where \( \sigma_{ij} \) is the closest distance of approach allowed between mers \( i \) and \( j \). Of course, for the diagonal terms
\[ \sigma_{ii}^3 = u_i^* \]  
\tag{12.15}
In the mean field approximation, the pair distribution function, \( g_{ij}(\vec{R}) \), is given by
\[ g_{ij}(\vec{R}) = \begin{cases} 0 & \text{for } R / \sigma_{ij} < 1 \\ 1 & \text{for } R / \sigma_{ij} > 1 \end{cases} \]  
\tag{12.16}
Substitution of eq C.13, C.14, and C.16 into eq 12.12 yields
\[ E = -r N p u_i^* \]  
\tag{12.17}
where
\[ \epsilon^* = \frac{1}{r^*} \sum \phi_i \phi_j \sigma_{ij} \]  
\tag{12.18}
\[ \epsilon_{ij}^* = 2 \pi \sigma_{ij}^3 / (n - 3) \]  
\tag{12.19}
Up to this point we have only invoked one combining rule, namely eq C.5, and have left \( u_i^* \), the average CP volume of a mer in the mixture, undefined. We now assume that \( u_i^* \) is given by
\[ u_i^* = \sum \phi_i u_i^* \]  
\tag{12.20}
Two more combining rules must be specified for the cross terms \( \sigma_{ij} \) and \( \epsilon_{ij} \). This is an old problem familiar to those who have studied the properties of fluid mixtures. Usually they are given by the semiempirical Lorentz–Berthelot rules:
\[ \epsilon_{ij} = (\epsilon_{ii} \epsilon_{jj})^{1/2} \]  
\tag{12.21}
\[ \sigma_{ij} = (\sigma_{ii} + \sigma_{jj})^{1/2} \]  
\tag{12.22}
However, there are many other combinations that have been considered [see, for example, R. J. Good and C. J. Hope, J. Chem. Phys., 55, 111 (1971)].
If eq C.21 were adopted, or some other equivalent expressions, the properties of a multicomponent mixture would be completely determined by the properties of the pure components. This prospect seems unlikely so it will be necessary to introduce one or more empirical parameters. For example, we could assume
\[ \epsilon_{ij} = \xi (\epsilon_{ii} \epsilon_{jj})^{1/2} \]  
\tag{12.23}
\[ \sigma_{ij} = \xi (\sigma_{ii} + \sigma_{jj})^{1/2} \]  
\tag{12.24}
where \( \xi \) and \( \xi \) are dimensionless constants. It is in this general area of combining rules that the LF theory is very flexible. By comparing calculated and experimental mixture properties for a large number of binary mixtures, it may be possible to determine the optimum set of combining rules.
Finally, it is worth mentioning that simple additivity of CP volumes is obtained for
\[
\sigma_{ij}^3 = (\sigma_{ii}^3 + \sigma_{jj}^3)/2
\]  
(C.23)

Using this rule for \(\sigma_{ij}\) it can be shown that \(\epsilon^*\) is given by eq 36.
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**Abstract:** The characteristic continuity of extensive thermodynamic parameters at glass-transition temperatures forms the basis for a theory to predict \(T_g\) in intimate mixtures of compatible high polymers from pure-component properties. A relation derived from the mixed system entropy in terms of pure component heat capacity increments and glass-transition temperatures is shown to arise as a consequence of the connectivity constraint on the excess mixing entropy in these blends. Four known essentially empirical relations for the effect, including a predictive version of the Wood equation, are obtained as special cases of this expression. A second mixing relation is derived in terms of pure component properties from the entropy continuity constraint at \(T_g\). Quantitative restrictions on excess mixing volumes associated with this relation suggest that the entropic expression may be of wider use. The derivation of relations for the effect of pressure on \(T_g\) is touched on. Finally, for two related blends, the entropy-based relation is shown to predict glass-transition temperatures in very good agreement with experimental values.
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