Model-free 3D localization with precision estimates for brightfield-imaged particles
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Abstract: Volumetric imaging and 3D particle tracking are becoming increasingly common and have a variety of microscopy applications including in situ fluorescent imaging, in-vitro single-molecule characterization, and analysis of colloidal systems. While recent interest has generated discussion of optimal schemes for localizing diffraction-limited fluorescent puncta, there have been relatively few published routines for tracking particles imaged with bright-field illumination. To address this, we outline a simple, look-up-table based 3D tracking strategy, which can be adapted to most commercially available wide-field microscopes, and present two image processing algorithms that together yield high-precision localization and return estimates of statistical accuracy. Under bright-field illumination, a particle’s depth can be determined based on the size and shape of its diffractive pattern due to Mie scattering. Contrary to typical “super-resolution” fluorescence tracking routines, which typically fit a diffraction-limited spot to a model point-spread-function, the lateral (XY) tracking routine relies on symmetry to locate a particle without prior knowledge of the form of the particle. At low noise levels (signal:noise > 1000), the symmetry routine estimates particle positions with accuracy better than 0.01 pixel. Depth localization is accomplished by matching images of particles to those in a pre-recorded look-up-table. The routine presented here optimally interpolates between LUT entries with better than 0.05 step accuracy. Both routines are tolerant of high levels of image noise, yielding sub-pixel/step accuracy with signal-to-noise ratios as small as 1, and, by design, return confidence intervals indicating the expected accuracy of each calculated position. The included implementations operate extremely quickly and are amenable to real-time analysis at frame rates exceeding several hundred frames per second.
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1. Introduction

Recently, intense effort has been devoted to developing 3D localization microscopy techniques for applications that include in situ single-molecule fluorescence imaging, characterization of colloidal systems, and in-vitro single-molecule assays such as tethered-molecule force spectroscopy [1–5]. While scanning techniques such as confocal and light-sheet microscopy suffice for imaging stationary or slow-moving systems (such as fixed tissue samples), highly dynamic systems require frame rates only accessible with wide-field microscopy. In particular, force spectroscopy applications such as Optical Traps (OT), Magnetic Tweezers (MT), or Acoustic Force Spectroscopy (AFS) often require sampling rates as high as 1 kHz, so that high-speed wide-field or non-image-based tracking techniques are the only viable options [6–9]. Moreover, studies employing those techniques typically require nanometer-scale localization accuracy. One of the biggest barriers to setting up an assay utilizing 3D localization, particularly those incorporating force spectroscopy, is that there are few turn-key solutions available commercially. Consequently, new assays often require building or retrofitting a custom microscope. Moreover, while excitement over super-resolution fluorescence microscopy has driven a surge in manuscripts detailing optimal routines for tracking diffraction-limited spots, there have been relatively few algorithms published discussing how to track particles imaged under bright-field illumination.
This manuscript presents a set of straightforward, computationally efficient image analysis routines for 3D tracking of bright-field illuminated particles in real-time, with nanometer-scale precision. The scheme can be conceptualized in two parts. First particles are localized in 2D (within the image plane). Next, their appearance is used to determine their depth along the optical axis of the microscope. Unlike typical fluorescence tracking routines, which require prior knowledge about the image of a particle (e.g., the point-spread-function of the optical system), the routine presented here relies on image symmetry to determine lateral particle position. This is accomplished by extending the method presented by Parthasarathy [10]; in particular, we show how one can determine the uncertainty of particle position based on the noise characteristics of each processed image. Furthermore, this allows us to determine the optimal way to weight the image data for maximum accuracy. By fitting captured images to a measured, depth-dependent look-up-table, particle position along the optical axis can be computed quickly without requiring detailed knowledge of the characteristics of the condenser optics. We extend the look-up-table method, initially proposed in [11], Gosse, et al., to dramatically improve the resolution of axial positions. We additionally provide the uncertainty of the axial position for each measurement. Our methods build on the computational efficiency of [10–12] and thus can execute in real time at rates up to 1 kHz. Likewise our methods retain the hardware advantages of [11,12], Gosse et al. and van Loenhout, et al., in that they are applicable to bright-field microscopes modified only to include automated focus control.

1.1. 3D imaging via diffractive scattering

As opposed to 3D scanning modalities (e.g. light-sheet, confocal), which record and distinguish voxels, the approach used herein discriminates axial position based on the appearance of a nano- or micro-particle when imaged under bright-field illumination. Mie scattering creates concentric interference fringes surrounding a particle. The periodicity and extent of these fringes depend on the wave-front of the incident light from the condenser, the particle size, and its distance with respect to the focal plane of the microscope. With the first two parameters held constant, the fringe pattern of a particle changes smoothly as it moves axially (Z). Consequently, the Z-position can be determined either through analytical fitting using digital holographic microscopy or by matching fringe patterns to a look-up Table [11,13,14].

While analytical fitting approaches do not require look-up-tables and therefore can be implemented without a prior calibration procedure, they are less versatile. For instance, diffraction patterns are objective-dependent and vary with optical alignments. Consequently, careful alignment of the objective and condenser in bright-field illumination is essential [13]. Furthermore, digital holographic routines are computationally intensive, and are ill-suited to situations where real-time readout is beneficial (particularly true for force-spectroscopy techniques). In contrast, look-up table (LUT) methods are computationally inexpensive and they do not rely on exacting microscope alignments provided the LUTs are recorded with the same settings.

The only major requirement in retrofitting a stock microscope for bright-field LUT-based depth tracking is the need for automated focus control to conveniently record LUTs. The LUT directly dictates the accuracy of depth determination. Various commercially available, motor-based, focusing systems allow coarse (micron-scale) Z-tracking, while nanometer accuracy can be obtained using piezoelectric translators. There are a number of high-precision piezoelectric objective scanners and microscope stage inserts that provide 10-20 nanometer accuracy and closed-loop repeatability. The data presented here was acquired using a Physik-Instrumente P-721.CDQ objective scanner and E-665 piezo controller (Physik Instrumente, Auburn, MA). Other scanners [6,15] have been used in similar implementations.

1.2. Established tracking routines

Realizations of LUT-tracking vary, although, typical implementations adopt the algorithm described by Croquette et al. in their seminal publication detailing a magnetic tweezer [11].
As described, prior to the start of an experiment, a piezoelectrically-controlled objective scanner is used to vary the focus and capture a series of images of stationary particles similar in size and shape to the particles that will be tracked. Then, during the course of an experiment with a stationary objective, images of moving particles with surrounding fringe patterns are matched to the entry in the Z-stack that they most closely resemble, yielding the approximate focal depth. See Figs. 1(a) and (b) for illustration.

Before fringe patterns can be matched to the LUT to track lateral (XY) motion, centroids of particles must be identified. In fluorescence and dark-field microscopy, sub-pixel XY localization is typically accomplished by calculating the center of mass (intensity; COM, a.k.a. first-order central image moment) of bright puncta or fitting the puncta with an appropriate point-spread-function, via maximum-likelihood estimation (MLE) [16]. However, for diffractive scattering, neither approach is appropriate. For bright-field images where diffractive fringes oscillate from dark to light on a gray background, COM (which weights pixels by intensity) does not make sense. The intensity and size of the fringe pattern can be predicted using Mie theory; therefore, fitting a particle’s image using MLE amounts to performing analytical holographic fitting (which can be slow and necessitates precise optical alignment, as discussed above). An alternative to COM and MLE is to localize particles based by considering their origin of symmetry within an image. The origin of symmetry is often determined using Discrete Fourier Transform (DFT)-based cross-correlation [6,12,17,18] which involves discriminating the sub-pixel maximum of an image convolved with its mirror image (see appendix for a complete mathematical description). For large images this can be time consuming. \( MN \times N \) pixel images require approximately \( 2MN \log_2 MN \) operations. Computation time can be reduced by employing a 1D convolution scheme. If the axes of symmetry of a particle are already known to within a few pixels (via COM or peak detection, for example), convolution and parabolic fitting routines can be applied to extract the \( x \)- and \( y \)-coordinates from the XY bands centered on the particle. Unfortunately, noise can significantly impact the 1-D approach, because off-axes information is discarded. A hybrid approach presented by van Loenhout et al. aims to mitigate this loss using a quadrant interpolation (QI) scheme to construct 1D intensity profiles that roughly correspond to the azimuthal averages of each quadrant, which are then cross-correlated to determine the approximate error in the initial COM-
estimate [12]. Nevertheless, in all three cases the convolution routines suffer from two major shortcomings: First, subpixel localization cannot be determined without either some form of interpolation or image-upscaling and second, convolution routines do not provide an obvious mechanism for determining localization confidence limits.

1.3. Features of our 3D LUT tracking algorithm

Force spectroscopy assays routinely require localization resolution on the order of 10-20 nm. With a 100× objective and pixel sizes ranging from 16 µm, for sensitive, scientific-grade cameras, down to 4 µm, for high-speed, industrial vision cameras, 10 nm resolution translates to localizing a particle to within 0.06-0.25 pixels. Consequently, routines for maxima detection or kernel convolution that have no better than pixel accuracy are inadequate. Similar requirements apply to axial-localization. For example, the objective scanner used for the experiments described below has a minimum step size of 20 nm, meaning discrete matching is insufficient for achieving <20 nm accuracy. Also, due to vibration, mechanical drift, and imaging noise, it is virtually impossible to record LUT steps of exactly equal intervals, see Fig. 1(c) (inset). Thus, to overcome the limitation of discrete sampling and measurement noise, some form of interpolation is needed. We achieve this by adapting the LUT algorithm to use splines for fast interpolation with accuracy limited only by the level of image noise.

Additionally, particle tracking analyses can be improved by including precision estimates, which enables systematic identification of low quality or missing data and the propagation of localization error through subsequent calculations. For example, characterization of both optical trap stiffness and force applied via Magnetic Tweezing involve tracking the Brownian motion of a confined particle [8,19]. For stiff traps (or high tension) particles become very confined, in which case localization errors greater than tens of nanometers (several tenths of a pixel, as determined by the resolution estimates above) can result in wildly inaccurate measurements. As such, localization precision estimates can be used to determine the limits of stiffness/force sensitivity. In this manuscript we demonstrate how to estimate precision for both $XY$ and $Z$ localization algorithms.

Finally, for high frame rate applications (such as that required for the fluctuation analysis used in force-spectroscopy), capturing and storing images to disk for offline processing is problematic due to both the data storage requirements and the delays which prohibit real-time decision-making during experiments. Thus, fast (100-1000 frame/sec or better) and parallel-processing algorithms are advantageous. Building upon pre-existing, efficient algorithms, we present a high-speed, 3D particle tracking routine which achieves excellent $XY$ resolution even in the presence of noise, sub-step $Z$ precision, and numerical precision estimates.

2. Methods

2.1. Radial symmetry detection

We start by describing our routine for determining a particle’s lateral position. As an alternative to image convolution, the image of a particle possesses an origin of radial symmetry that can be determined with on the order of $3MN$ operations using radial symmetry detection [10], the details of which are reprised in Eqs. (1)-(5), below. The radial symmetry routine leverages the fact that the gradient vectors of a radially symmetric image will always be directed along lines through the origin, illustrated in Fig. 2(a). A linear least-squares fit of the point at which all of the gradient lines in an image intersect yields the origin of symmetry; we extend the radial symmetry routine by showing that the mathematical-machinery of least-squares fit can be used to calculate (per-image) error estimates.
Fig. 2. Finding the origin of radial symmetry. (A) Gradient vectors (orange) in a noise-free, radially symmetric image follow lines intersecting the origin of symmetry. (B) Symmetry localization for a noisy image. Near the edges of the fringe pattern, the gradient vectors are small, noise disperses vectors in random directions, biasing the least-squares fit to the center of the image (cyan x) and produces a large residual <\vec{d}> (cyan circle). Weighting the fit by the gradient magnitudes improves accuracy and decreases the residual (magenta x and circle). (C) Weighted standard error versus gradient exponent for SNR = 1,2,5,10 with distance exponent \( m = 0 \), defined in Eq. (11). (D) Fit error versus gradient exponent for SNR = 1,2,5,10 with distance exponent \( m = 0 \). (E) Effective pixel weight using \( W_n = |\nabla I|^n \).

Without noise, the origin of a radially symmetric image lies at the intersection of all gradient-lines. For a noisy image, the origin \((x_0, y_0)\) is the point which minimizes the distance to each line. Consequently, the origin of symmetry can be determined by linear least-squares where the error function being minimized is given by

\[
d_i^2 \frac{(\Delta I_x \cdot x_i - \Delta I_y \cdot y_i - (\Delta I_x \cdot x_0 - \Delta I_y \cdot y_0))^2}{\Delta I_x^2 + \Delta I_y^2}
\]

where \((x_i, y_i)\) specifies the coordinate of the \(k\)-th pixel, and \((\Delta I_x, \Delta I_y) = \nabla I_k\) are the components of the gradient at each pixel. The gradient is numerically-computed via Eqs. (28) and (29). In matrix-form this amounts to computing

\[
x = (A^T A)^{-1} A^T b,
\]

where \(x = [x_i, y_i]^T\), and

\[
A = \begin{bmatrix}
\Delta I_x \\
\sqrt{\Delta I_x^2 + \Delta I_y^2}
\end{bmatrix}
\]

and

\[
b = \begin{bmatrix}
\Delta I_x \cdot x_i - \Delta I_y \cdot y_i \\
\sqrt{\Delta I_x^2 + \Delta I_y^2}
\end{bmatrix}
\]
Image noise has an overwhelming influence on gradient-direction for pixels with low-magnitude gradients, i.e. intensities similar to their neighbors, see cyan “x” in Fig. 2(b). Consequently, noise biases the solution to Eq. (1) towards the center of the image.

The poor susceptibility to noise of the unweighted algorithm is due to two factors. First, pixels far away from the true symmetric origin collectively contribute greatly to the error function given in Eq. (1). Provided that the particle center can be roughly estimated by COM via Eq. (21), for example, then an exclusion filter can be applied [10]. Second, because the effect of image noise is most pronounced in areas where the gradient is shallow, those pixels inordinately bias the calculation. A solution is to also weight the least-squares fit as a function of the magnitude of the image gradient, using weighting matrix

\[
W = \begin{bmatrix}
\ddots & 0 & 0 \\
0 & W_{ii} & 0 \\
0 & 0 & \ddots
\end{bmatrix}, \quad W_{ii} = f(r_i) \sqrt{\nabla I_i'},
\]

where \(f(r_i)\) defines the exclusion distance, and determines the weighting of gradient. The weighted least-squares solution becomes

\[
x = (A^T WA)^{-1} A^T W b,
\]

where \(W\) is the diagonal matrix defined in Eq. (4). In the original implementation, Parthasarthy somewhat arbitrarily chose \(W_{ii} = \frac{|\nabla I_i'|}{r_i}\); however, as discussed in the next section, this choice can be further optimized.

### 2.2. Localization error estimation and optimal weighting function

Building on the method outlined in Eqs. (1)–(5), we can extend the routine to also return (per-measurement) localization error estimates derived from the image noise. Additionally, by statistically characterizing error we can determine the optimal weighting function, Eq. (4).

For an un-weighted two-variable least-squares fit of \(N\) data points, the average residual of the estimate, \(x\) in Eq. (2), is given by

\[
\sigma^2 = \frac{\|b - Ax\|^2}{N - 2}
\]

and the standard error of \(x\) is given by the matrix

\[
SE = \sqrt{\sigma^2 (A^T A)^{-1}}
\]

In this context, the residual, defined as \(R = (b - Ax)\), corresponds to \(d\) defined in Eq. (1). For the weighted least-squares, the average residual becomes

\[
\langle d^2 \rangle = \sigma^2 = \frac{(b - Ax)^T W (b - Ax)}{\text{Tr}(W) - \text{Tr}(A^T W^2 A A^T W A)^{-1}} = \frac{R^T W R}{\text{Tr}(W) - 2 \frac{\text{Tr}(W^2)}{\text{Tr}(W)}}
\]

and the weighted standard error of the estimate becomes

\[
SE = \sigma \sqrt{\frac{\text{Tr}(W^2)}{\text{Tr}(W)}}
\]
The weighted standard error, Eq. (9), is, in essence, a scaled multiple of the covariance matrix. The eigenvectors and values of $SE$ describe the orientation and scale of the major and minor axis of an ellipse which characterizes the fit precision. The larger of the two eigenvalues can be interpreted as the radius of a circle representing the “worst-case” precision estimate for both $x$ and $y$ directions. In subsequent analysis and plots when referring to a scalar “weighted standard error” we mean the leading eigenvalue of $SE$.

A good choice for the weighting matrix, $W$ in Eq. (4), can be determined analytically and further optimized by numerical evaluation. If the entire image (or region of interest) is assumed to have gradient vectors, which (in the absence of noise) point to the symmetric origin, then the propagation of error due to Gaussian-distributed image noise yields that the least-squares minimizer, $d_k$ in Eq. (1), is expected to be distributed as

$$d_k = \eta \left[ 0, \left( 2\sigma \cdot \frac{r_k}{|\nabla I_k|} \right)^2 \right]$$

where $\eta(\mu, \nu)$ signifies the gaussian distribution with mean $\mu$ and variance $\nu$; $\sigma$ corresponds to the standard deviation of the image noise. In other words, the least-squares minimizer’s bias can be compensated for by weighting the fit using $W_k = \frac{|\nabla I|}{r_k}$. In practice, the intensity of diffractive fringes for micron-scale particles illuminated with a roughly collimated beam decay over a scale of several wavelengths. Consequently, pixels far from the symmetric center carry little useful information. In such cases, the optimal weight factor can be improved numerically. Keeping the weighting factors in the form

$$W_k = r_k^m \cdot |\nabla I_k|^n,$$

the optimal exclusion distance-exponent $m$ and gradient-exponent $n$ can be determined by finding the values which minimize the weighted standard error, Eq. (9). For a given image morphology, the optimal values can be calculated by applying the algorithm to several representative images and evaluating which exponent values yield the lowest weighted standard error.

We generated patterns representative of bright-field imaged microspheres by first imaging a 2.8 μm diameter microsphere adsorbed to a glass slide using a 63×, 1.40 NA objective, brightly illuminated to maximize signal to noise. Next, the symmetry algorithm with weight exponent $n = 2$ in Eq. (4) and distance-dependence exponent $m = 0$ was used to determine the approximate center of symmetry of the image. Using the estimated center, $\hat{x}$ and $\hat{y}$, each pixel was assigned a radial coordinate $r = \sqrt{(x - \hat{x})^2 + (y - \hat{y})^2}$. Finally, pixel intensities versus radial coordinate were fit with a smoothing spline (using MATLAB’s csaps function), yielding a continuous diffraction profile $I(r)$. Using $I(r)$, images of arbitrarily located particles could be quickly generated by simply evaluating the function over a grid defined by the radial coordinate $r_i$. Image noise was generated by adding a Gaussian-distributed random array $\eta[i, j]$:

$$I_n[i, j] = I[i, j] + \frac{\sigma_I}{\text{SNR}} \eta[i, j]$$

where $\sigma_I$ is the standard deviation of the image and SNR is the signal to noise ratio. Note: for image generation, SNR is a modifiable parameter dictating the strength of the noise; its effect is to attenuate the added noise, relative to the variance of the image data. A similar convention was used in [12]. Fit error, defined as
\[ |\text{Error}| = \sqrt{(x_{\mu} - \bar{x})^2 + (y_{\mu} - \bar{y})^2} \]  

and scalar weighted standard error Eq. (9) were plotted over a range of distance-exponents, \( m \), and gradient-exponents, \( n \), for varying levels of noise. See Figs. 2(c) and (d) and Fig. 3. The routine performs best with a choice of \( n = 5 \) and \( m \) ranging from 0 – 1.5. As shown in Fig. 3, with \( n = 5 \), the distance-exponent has little effect on accuracy, for \( m < 1.5 \). A map of the effective pixel weight with \( W_\theta = |V_{I_j}| \) for an example image is shown in Fig. 2(e). Choosing \( m = 0 \) simplifies the algorithm by eliminating the need to compute an initial centroid guess; although, if fringe patterns of neighboring particles “spill-over” into the region of interest then an initial guess can be useful for applying a size exclusion filter prior calculating the symmetric origin.

To summarize our method of \( XY \) localization, we use Eqs. (2), (3) and (11), with \( m = 0 \) and \( n = 5 \), to locate particles, and Eqs. (8) and (9) to determine the uncertainty of the position.

![Graph](image)

**Fig. 3.** Radial symmetry performance versus weight-factor distance exponent \( m \) with gradient exponent \( n = 5 \), for noise levels SNR = 1,2,5,10. (A) Weighted standard error of fit versus distance exponent. (B) Fit error versus distance exponent.

**2.3. Z-Localization through pattern lookup**

Axial-tracking is accomplished by matching images of particles with the best-fitting entry in a previously recorded lookup table. For bright-field imaging, a common approach used by the MT and AFS community is to use a piezoelectrically actuated objective scanner to record a series of regularly spaced images of a stationary particle in order to assemble a lookup table of diffraction patterns of particles as a function of relative distance from the objective. During measurements, the LUT is used to match the measured radial profile \( \hat{I}_{R_j^*} \) with the most similar entry in the LUT:

\[ R^2(z_j) = \sum_j (I[z_j,r] - \hat{I}_{R_j})^2, \]

\[ z_j^* = \arg \min(R^2(z_j)). \]  

In the simplest implementation, the discrete step \( z_j^* \), is accepted as the position, limiting the depth-resolution to the sampling interval. To achieve sub-step resolution, the approach initially presented by Croquette et al., and adopted by many others, is to fit the residual in the neighborhood of the \( j \)-th step, \( R^2[z_j^*] \), to a quadratic function and use the vertex as an estima-
tor of the sub-step position \([11,15,17,18]\). Unfortunately, this scheme has two major drawbacks.

First, it does not account for image noise and positional error during LUT capture. Due to vibration, thermal drift, and limited precision in focusing hardware, it is very unlikely that a LUT can be sampled at consistent discrete intervals. Moreover, camera noise means the captured intensity is also expected to deviate from the “true” value. Consequently, each step of a LUT should be expected to fluctuate around its ideal value

\[ I(z, r_j) \rightarrow I(z, r_j) + \delta I \]  \hspace{1cm} (15)

This fluctuation is illustrated in Fig. 1(c) (inset). The example LUT was constructed by recording the azimuthally averaged bright-field diffraction profile of a bead imaged over a series of roughly 20 nm-spaced focal steps. The intensity profile (along the \( R \)-direction of the LUT) is relatively smooth for each step due to the fact that image-noise is azimuthally averaged-out; however, plotting a single radial position as a function of \( z \) reveals a significant amount of scatter, which if not accounted for directly translates to scatter in the least-squares residuals in Eq. (14).

Second, this scheme relies on a quadratic fit in order to find the sub-step location. This is problematic because there is no guarantee that the residual versus \( Z \) is quadratic near the minimum. Moreover, noise also affects the reliability of the quadratic fit. If only three points ( \( R^2(z_1), R^2(z_1 - 1), \) and \( R^2(z_1 + 1) \) are fit, the resulting parabola will pass through each point, meaning the vertex is susceptible to noise-induced bias. On the other hand, more points will not necessarily follow a parabola and the resulting vertex would not correspond to the best \( Z \)-estimate.

2.4. Sub-step z-localization using non-linear least-squares

The calculation performed in Eq. (14) is essentially a discrete-version of a non-linear least-squares (NLS) optimization problem. If the LUT, \( I(z, r_j) \), is replaced with a set of continuous functions, \( f_i(z) \), which interpolate between the sampled points

\[
\begin{aligned}
 f_i(z) &\equiv I(z, r_j), \\
 I(z_{j-1}, r_j) &< f_i(z) < I(z_{j+1}, r_j),
\end{aligned}
\]  \hspace{1cm} (16)

then Eq. (14) transforms to a standard (continuous) NLS problem. The sub-step location can be found by minimizing the function

\[ \phi(z) = \sum_i (I_i - f_i(z))^2 = R(z)^T R(z), \]  \hspace{1cm} (17)

with \( I_i \) corresponding to the measured profile, and residual \( R_i(z) = I_i - f_i(z) \). The value \( \hat{z} \) which simultaneously minimizes each residual can be found numerically using the Gauss-Newton method [20].

2.5. Spline interpolation of LUT

The optimal choice of continuous fitting-functions, Eq. (16), used to describe the LUT requires some consideration. In the absence of a physically motivated equation, the choice of fitting functions seems somewhat arbitrary. Rather than attempt to fit each oscillatory profile function, \( f_i(z) \), to a single polynomial, trigonometric series, or any other global function, we use piecewise cubic splines functions. Spline functions have the distinct advantage of being simple to compute while still closely matching the fitted data over the entire range. Generic
splines tend to over-fit data, resulting in oscillations between knot-points, which would be both non-physical and problematic for numerical minimization. To overcome this problem, we use Reinsch-type smoothing splines, which are designed to simultaneously minimize fitting error and total curvature, Eq. (34) [21]. Standard implementations of Reinsch-type smoothing splines create a knot-point at each unique value of the independent-variable passed during the fit. For LUTs with a large number of samples this creates an excessive number of knots, which increases the computational burden in finding the knot corresponding to the lowest residual. To circumvent this problem, we use a knot-reduction routine to replace the set of smoothing-splines with cubic Hermite splines defined by a minimal set of knots, see Appendix for details. Reduction to Hermite splines was chosen because the Gauss-Newton method only requires that the first derivative be continuous and calculable, which is guaranteed to be true for the entire domain of a Hermite spline. As illustrated in Fig. 1(c) (inset), the knot-reduced smoothing-splines do a good job of capturing the slow oscillation of the data while simultaneously averaging noise.

2.6. Implementation and error estimation of non-linear least-squares

The Gauss-Newton optimization requires an initial guess, \( z_0 \), to start the calculation. Because the optimal Z-location, \( \hat{z} \), is expected to be close to Z-value of the row in the LUT with the smallest residual, Eq. (14), that value, \( z_j \), serves as a good starting point. Since splines are simply a set of polynomials, it is straightforward and computationally efficient to evaluate the function and its first-derivative at any point in its domain. As such, the Newton step, Eq. (32), can be computed quickly without numerical approximation.

Similar to the error estimate for the 1-D linear least-squares problem, once the optimal z-value is determined, the standard error of the estimate is given by

\[
\sigma_z = \sqrt{\sigma^2 \left( J(\hat{z})^T J(\hat{z}) \right)^{-1}},
\]

where \( \sigma^2 \) is the sample variance

\[
\sigma^2 = \frac{1}{N-1} R(\hat{z})^T R(\hat{z}),
\]

and \( J(\hat{z}) \) is the Jacobian of \( R(\hat{z}) \).

In summary, the LUT tracking routine starts with discretely sampling the depth-dependency of the radial profile of a particle, Eq. (15). Then, interpolation of the discrete LUT using Reinsch smoothing splines, Eq. (34), simplified by recursive bisection (see appendix, section 6), yields a continuous LUT defined by a set of functions, Eq. (16). During measurements, the images of particles are compared in real-time to the continuous LUT using a Gauss-Newton solver, Eqs. (17) and (30)–(33), which returns the best-fitting Z-position. The statistical confidence of that fit is given by Eqs. (18) and (19).

3. Results and discussion

3.1. XY noise sensitivity comparison

Localization algorithm performance was assessed using simulated images following the scheme described in Section 2.3. Generated images corresponded to diffraction profiles sampled approximately 1 µm below the apparent focal plane of the particle (as determined by the narrowest “waist” of the diffraction pattern). That position was chosen because it lies within a typical calibration range used in tethered particle experiments [6,22]. Using the simulated images, we directly compared the noise-sensitivity and tracking performance of the radial symmetry routine against the performance of the convolution-based routines discussed in the introduction and outlined in the Appendix [12]. The results of each test are summarized in
Fig. 3. Detailed plots of the results for the bright-field tests can be found in Figs. 4 and 5. For each of the comparisons, particles were simulated at different positions within an image and with varying levels of additive noise.

Fig. 4. The noise sensitivity of X-Y localization. Images of particles were simulated on a 100 × 100 pixel grid, with center locations ranging from horizontal locations \( X_c = 49.5 \) to 51.5, in 0.05 pixel increments. Images were distorted with added noise. Error bars include 90% of data. The vertical axis indicates the absolute value of error, calculated as \( |E| = |X - X_c| \). Signal:noise is defined in Eq. (19). Particle centers were determined using 1D convolution (XC1D, Blue), 2D convolution (XC2D, Red), Radial Symmetry (RS, Yellow) and Quadrant Interpolation (QI, Violet). Pixel-step artifacts (see Figs. 5 and 6), prevent XC and QI routines from correctly identifying the particle center, even without noise (SNR = \( \infty \)).

Fig. 5. Comparison of the X-Y localization accuracy of bright-field diffraction patterns using image cross-correlation and radial symmetry algorithms. Particle images were simulated with the center \((X_c, Y_c)\) fixed at \( Y_c = 40 \) pixels and the \( X_c \) position corresponding to the horizontal axis of the plots. 50 images were simulated at each position for signal-to-noise ratios corresponding to the legend. In all plots, the error bars include 90% of the data. Plots labeled “XC1D” correspond to results from 1D cross-correlation algorithm. Plots labeled “XC2D” correspond to 2D cross-correlation. Plots labeled “RS” correspond to the Radial Symmetry algorithm. All units are in Pixels. (A) Tracking error as a function of particle position varied across the entire window. The Fourier-space periodicity of the cross-correlation limits XC methods to accurately determining particle positions only within the inner quartile of the image (25-75 pixels in the plots). The gap in XC plots at 75 corresponds to a resulting circular convolution for which the peak would lie exactly between the upper (100 px) and lower (1 px) edge of the image, see Eq. (22) in Appendix for details. XC routines perform very poorly at the edges of the image (crosshatched boxes). At low noise levels, a radial symmetry routine is accurate across the entire range. Below SNR = 2, the performance of radial symmetry routines deteriorates due to noise-related center biasing. (B) Central (dashed) region of A corresponding to \( X_c \) ranging from 49.5 to 51.5. Finely spaced simulations reveal \( \frac{1}{2} \)-pixel scale stepping artifacts in XC routines.
Fig. 6. Noise sensitivity of Quadrant Interpolation algorithm for bright-field diffraction patterns. The QI algorithm presented by van Loenhout et al. was tested using the procedure from Fig. 4. (A) Localization error plotted as a function of position within the field of view. As noise increases, localization accuracy is very poor for particles that are not roughly centered in the image. (B) Tracking errors near the center of the image. ½-pixel scale artifacts are not as pronounced as for the convolution routines.

Under moderate to low-noise conditions (SNR>2) the radial symmetry routine outperforms the convolution and Quadrant Interpolation (QI) routines in terms of reliability and versatility. The discrete Fourier transform used in the convolution routine introduces a stepping artifact which results in an oscillatory localization error every ½-pixel increments. (See Fig. 5.) While this artifact is less severe for the QI routine, it does not outperform the radial routine (Fig. 6). Moreover, the convolution and QI routines do not work as particles approach the edge of the field of view. The convolution routines both require the particle’s fringe pattern be completely captured within the image (Fig. 4). Even worse, the QI routine has very poor noise-resiliency once the particle is away from the center of the image by more than a few pixels (Fig. 6). In contrast, for low-to-moderate noise levels the radial symmetry routine has nearly constant performance across the entire field of view, Fig. 4. To be fair, the shortcomings of the convolution and QI routines can be partially overcome by adding an additional processing step wherein image COM is used to roughly approximate the centroid, around which a new region of interest can be defined. Nevertheless, because the radial symmetry routine uses gradient vectors to determine centroid location, it performs well even when particles lie partially outside the field of view.

3.2. Sensitivity to uneven background and pixel scale

With the choice of Gaussian weighting exponent, \( n = 5 \) in Eq. (11), the radial symmetry routine is relatively insensitive to shading. To illustrate that point, shading, which in real optical systems could be due to misaligned optics or dust, was simulated by multiplying generated particle images by a 2D wave-like equation defined by

\[
I_{bg}(x, y) = I_{patt}(x, y) \cdot A \cdot \cos\left(\frac{2\pi}{\lambda} x\right) \cdot \cos\left(\frac{2\pi}{\lambda} y\right) + 1, \tag{20}
\]

where \( A \) specifies the amplitude of shading, and \( \lambda \) is a factor proportional to the apparent particle diameter that sets the length-scale of the shading. At shading amplitudes ranging from
0 to 1 and wavelengths varying from two-diameters (~280 px) up to 50-diameters (7000 pixels), locations were computed for 100 particle diffraction patterns simulated at random pixel coordinates in a 250 × 250 grid. Example images and results are summarized in Fig. 7. Even in the situation where the shading varies over distances just twice as large as the particle with intensity variations as large as fringes of the particle (i.e. $\lambda = 2 \cdot \text{Dia.}$ and $A = 1$), the average measurement error was less than one pixel.

![Fig. 7. Sensitivity of XY localization to shading. Images generated according to Eq. (20). For each shading amplitude, $A$, and wavelength $\lambda$, 100 particles in simulated images were located. Error bars are centered on the average absolute error and range from the lowest quartile to upper quartile.](image)

### 3.3. XY localization sensitivity to magnification and focal plane

The symmetry routine also performs well over a range of particle sizes and for beads located on various focal planes. To test the sensitivity to magnification, images were generated as discussed previously, rescaled to varying degrees, and distorted with additive noise defined in Eq. (12). Even with SNR = 1, the localization error remains below 0.06 pixel over effective magnifications ranging from 21× to 63×, see Fig. 8(a).

Similarly, sensitivity to particle focal position was tested by generating diffraction patterns using the fringe pattern stored in the LUT illustrated in Fig. 1(b). The pattern was modified with additive noise and particles were localized. Tracking accuracy is relatively constant across the entire 10 µm range defined in the LUT.
3.4. Gauss-Newton LUT performance and noise sensitivity

Z-tracking performance was tested using a similar scheme. A bright-field look up table was recorded by capturing a 10 μm thick Z-stack of the 2.8 μm bead used in the XY performance comparison. Objective position was controlled using a PI P-721.CDQ piezo objective scanner (Physik Instrumente). The Z-stack step size was roughly 20 nm, and three images were captured at each step. The objective scanner includes a close-loop position detector, which reports the actual displacement. Closed-loop measurements reveal differences from the target position due to errors in the voltage output of the piezo controller and thermal drift. The LUT was assembled by indexing each image with the closed-loop readout at the moment of capture. For each image in the Z-stack, the particle center was identified using the radial symmetry routine and the radial profile was obtained by computing an intensity versus radius histogram with 1-pixel wide bins. Profiles were normalized by the value of the largest radial bin. Next, the radial profile stack was fit using smoothing splines, as discussed above. The spline LUT was used to generate idealized, noise-free profiles corresponding to any position within the LUT range. Generated profiles were degraded by additive noise. Finally, the degraded profiles were fit using the Gauss-Newton method. Fitting accuracy of our routine was compared to the accuracy of a simple, discrete, closest-match approach, where axial position is determined by which Z-step in the discrete LUT yields the lowest residual for Eq. (8), and the quadratic fitting scheme described by in [11], Gosse et al. Results are summarized in Fig. 9, and the details are shown in Figs. 10 and 11.
Without noise, the accuracy of the discrete fit is limited to half the step size (10 nm). For moderate noise (SNR = 5), the Quadratic fitting routine achieves errors that are one third lower than those of discrete-matching. However, as noise increases, the residual, Eq. (14), near the best-fitting step is not well described by a parabola and the performance of the quadratic routine declines significantly. The Gauss-Newton routine, which is agnostic with regard to the shape of the residual curve, outperforms both routines at all noise levels and converges to zero error in the absence of noise (SNR = \infty).

Fig. 9. LUT performance for bright-field fringes. Simulated intensity profiles spanning the inner 3 \, \mu m of the LUT were fit using the Gauss-Newton, discrete match, and Quadratic fitting routines. Each data point corresponds to the average of 100 simulations at 100 uniformly spaced positions within the range of the LUT. Inset: an enlarged view of the higher signal to noise data within the box (dashed line).

Fig. 10. Gauss-Newton LUT performance for bright-field fringes. Radial profiles were generated using a spline look-up-table, corresponding to data in Fig. 1(b), and distorted by additive Gaussian noise. 100 profiles were generated for each position and noise level. (A) Average absolute error \|Z - \hat{Z}\|. (B) Standard Error calculated using a Gauss-Newton routine. Error bars indicate the medial 50\% of data. (C) Sum of the square of the Jacobian (SSJ) at each position in the LUT, indicates how quickly the LUT changes with respect to \( Z \). Near the optimal focal plane (\( Z_c \approx 49.25 \)), the fringe pattern is changing fastest; consequently, localization is most accurate in that region. Although the LUT in Fig. 1(b) appears roughly symmetric the SSJ indicates the fringes change faster for \( Z_c > 49.5 \) than for \( Z_c < 49 \); as a result, localization is more accurate above \( Z_c = 49.5 \) than below \( Z_c = 49 \).
Fig. 11. Bright-field LUT performance for discrete and quadratic fit routines. (A) Average absolute error \(|Z-Z_0|\) for discrete fit. Performance is limited to ½ the LUT step size. (B) Average absolute error for quadratic fit. At high noise levels, quadratic fitting performs poorly, because the residual curve is not parabolic. Similar to the Gauss-Newton routine, \(Z\)-dependence in the performance of the quadratic and discrete routines manifest as a result of differences in the rate-of-change of the fringe pattern at different axial positions.

3.5. Sensitivity to particle polydispersity

Up to this point, the LUT routine accuracy was tested using simulated image profiles drawn from the LUT against which they were compared. For real-world applications it would be advantageous to use a single LUT, stored during instrument calibration or immediately prior to experiments, to measure multiple particles. Unfortunately, such a scheme only works if the particles being measured are nearly identical. This is particularly true for bright-field imaging where factors including size, symmetry, and index of refraction all affect the diffraction pattern. To test how particle polydispersity affects LUT fit accuracy, commercially available 1 \(\mu\)m (CP02N Bangs Laboratories, Fischers, IN) and 2.8 \(\mu\)m (M280 Dynabeads, ThermoFisher Scientific) microspheres were non-specifically affixed to coverslips and imaged. The particles have a manufacturer-characterized size range of 1.04 ± 0.05 \(\mu\)m and 2.80 ± 0.08 \(\mu\)m, respectively.

For each sample, a roughly 2 \(\mu\)m deep z-stack was captured with 20 nm step spacing. Three images were captured at each step. In each image, particles were located by radial symmetry after which the radial profile was calculated by radially averaging around the local symmetric center for radii ranging from 5 to 100 pixels from the center. To enable comparison of profile patterns from different particles, all profiles were normalized by the average intensity at \(R = 100\) pixels. For each particle, profiles from the odd \(Z\)-step indices (e.g. \(Z = 0.00, 0.04, 0.08 \mu\)m...) were fit with smoothing splines, yielding the LUTs. Next, the captured profiles from the even \(Z\)-steps (e.g. \(z = 0.02, 0.06 \mu\)m...) were fit to the splines using the Gauss-Newton LUT algorithm.
Fig. 12. LUT fit error due to particle polydispersity. (A) Fit error for 1.04 ± 0.05 µm particles (B) Fit error for 2.8 ± 0.08 µm particles. For both data sets, histograms summarize average error for all fits. Blue curve corresponds to the distribution errors when fitting particles with their own spline LUT; orange curves correspond to the distribution errors when fitting a particle’s image to a spline LUT for a different particle. Heat maps display the average error for each set of Particle-Spline comparisons. The diagonal for each map corresponds to a particle compared to its own spline LUT.

Results for every particle-LUT pair are summarized in Fig. 12. Error is characterized as the difference between the actual objective position and the position estimated by the LUT algorithm. To account for tilt across the microscope field of view (which would manifest as one particle appearing vertically shifted, for all Z-values, when compared to a different particle’s LUT), the average difference between actual and fit positions for a given pair was subtracted from each result. The fit accuracy for thirty-six 1.04 µm particles and nine 2.8 µm particles were compared. For both nominal diameters, fit accuracy for a particle’s image compared with its own LUT was limited to approximately 5-10 nm, corresponding to the repeatability of the P-721.CDQ piezo objective scanner. For 1.04 µm particles, accuracy when comparing a particle’s image with a different LUT was limited to ± 0.1 µm; inter-particle comparisons for the 2.8 µm beads had an accuracy of ± 0.2 µm. These results indicate that even though the particles in each sample are very close in size, subtle differences in their respective diffraction patterns yield unique LUTs which cannot be used interchangeably. The inter-particle discrepancy becomes more pronounced for larger beads, this may be due to the fact that the nominal particle diameter of the smaller beads is relatively close to the wavelength of the illumination source (1.04 µm vs. 640 nm light), while the larger beads are more than 4 wavelengths in diameter. Consequently, high-accuracy localization is best achieved using a LUT captured for each measured particle.

4. Conclusions

Look-up-table based particle tracking is an inexpensive and easy-to-implement technique to retrofit nearly any wide-field microscope to locate particles in 3D with nanometer accuracy. The approach presented here includes a sub-pixel XY localization routine based on radial symmetry detection which, other than assuming that a particle is radially symmetric, does not
require knowledge about how pixel intensity varies as a function of radius (as would be required by traditional PSF-fitting routines). We demonstrate that the routine works well for particles imaged via bright-field, even in the presence of significant image noise. Importantly, the routine also returns traditional confidence limits corresponding to standard error of the estimated position, providing a direct measure of the reliability of each computed location. At moderate to low noise levels (SNR > 2), the radial symmetry routine performs exceptionally well, yielding lateral error < 0.01 pixels. In addition to the lateral (XY) algorithms, we also present a noise-robust, look-up-table routine based on a Gauss-Newton, non-linear least-squares solver. By using smoothing splines to interpolate between points of a finitely sampled data set, the LUT routine returns sub-step accuracy limited only by measurement noise. The only requirement is that the values of the LUT vary smoothly between steps. Otherwise it does not depend on the structure of the stored image data, and it works well for both bright-field and fluorescent image stacks.

5. Appendix

5.1. Intensity center of mass

For a grayscale image, the intensity center of mass (COM) is estimated by

\[ \hat{x} = \frac{\sum_{x,y} I(x,y) \cdot x}{\sum_{x,y} I(x,y)} \]
\[ \hat{y} = \frac{\sum_{x,y} I(x,y) \cdot y}{\sum_{x,y} I(x,y)} \]  

(21)

5.2. Convolution based symmetry detection

Provided the symmetry axes are parallel to the cardinal image dimensions (x and y axes), the symmetric origin can be estimated by finding the peak of the cross-correlation of the image with its mirror image [11]. In one dimension this corresponds to finding

\[ x_{\text{sym}} = \arg \max \left( \int f(x')g(x-x')dx' \right) \]

(22)

which is simply the position of the maximum of the image convolved with itself. Leveraging the convolution theorem, the argument of Eq. (22) can be calculated in 2D by

\[ C[x,y] = F^{-1} \left( F(I[x,y]) \cdot F(I[x,y]) \right) \]

(23)

where \( F \) and \( F^{-1} \) denote the Fourier (FT) and inverse Fourier transform. In the discrete form, the convolution, Eq. (23), yields the symmetric origin to half-pixel accuracy (see appendix for details). Typical fast 2D Fourier-transform (2D-FFT) routines require \( MN \log_2 MN \) operations; hence, the number of operations required to compute Eq. (23) is \( 2MN \log_2 MN + MN \).

At the expense of increasing the computational complexity or the inverse-FT, the accuracy can be improved via sinc-interpolation. For example, quarter-pixel accuracy can be achieved by padding the FT with \( N \)-zeros in the \( x \)-direction and \( M \)-zeros in the \( y \)-direction, increasing the computation complexity to roughly \( 4MN \log_2 2MN \) operations. An efficient alternative to sinc-interpolation is to locally fit \( C[x,y] \) with a paraboloid and use the vertex as a sub-integer estimate of \( [x^*,y^*] \). However, the true shape of \( C[x,y] \) depends on the image and is not guaranteed to be quadratic near its maximum.

For an \( M \)-tall by \( N \)-wide image, the origin of symmetry can be determined by convolution. Assuming 1-indexing, the symmetric center \((x^*,y^*)\) is determined by
\[ [x^*, y^*] = \arg \max_{(x,y)} \left(C[x,y]\right) \]
\[
x_c = \frac{x^*}{2} + \frac{N}{4} + \frac{1}{2}
\]
\[
y_c = \frac{y^*}{2} + \frac{M}{4} + \frac{1}{2}. \quad (24)
\]

Note: Eq. (24) holds true so long as the symmetric origin actually lies within 
\[ x \in \left[\frac{N}{4}, \frac{3N}{4}\right], y \in \left[\frac{M}{4}, \frac{3M}{4}\right], \]
otherwise due to the periodic nature of the FT \(x_c\) and \(y_c\) will be circularly shifted by \(N\) and \(M\) respectively.

If sinc-interpolation is used to increase the resolution of the fit, the Fourier transform is zero-padded and the scaling-relationship in Eq. (24) changes slightly. Quarter-pixel accuracy corresponds to padding the FT with \(N\)-zeros in the \(x\)-direction and \(M\)-zeros in the \(y\)-direction, and then applying the inverse-FT to compute the convolution. The origin is then given by
\[
x_c = \frac{x^*}{4} + \frac{N}{4} + \frac{3}{4}
\]
\[
y_c = \frac{y^*}{4} + \frac{M}{4} + \frac{3}{4}. \quad (25)
\]

5.3. Smoothed image gradient

To minimize the impact of additional noise resulting from finite differencing, we calculate the image gradient along ± 45°, with \(\hat{u} = \frac{1}{\sqrt{2}}(\hat{x} + \hat{y})\) and \(\hat{\nu} = \frac{1}{\sqrt{2}}(\hat{x} - \hat{y})\) and apply a \(3 \times 3\) smoothing filter, so
\[
\nabla_u I[x,y] = \sum_{i=-1}^{1} \sum_{j=-1}^{1} I[(x-i+1),(y-j+1)] - I[(x-i),(y-j)] \quad (26)
\]
and
\[
\nabla_\nu I[x,y] = \sum_{i=-1}^{1} \sum_{j=-1}^{1} I[(x-i+1),(y-j+1)] - I[(x-i),(y-j+1)], \quad (27)
\]
yielding
\[
\Delta y_k = \frac{1}{\sqrt{2}}(\nabla_u I_k + \nabla_\nu I_k) \quad (28)
\]
and
\[
\Delta x_k = \frac{1}{\sqrt{2}}(\nabla_u I_k - \nabla_\nu I_k). \quad (29)
\]

5.4. Gauss-Newton method

Starting from an initial guess, \(z_0\), the solution, \(\hat{z}\), that minimizes the objective function in Eq. (16) is iteratively found by computing the Newton step
\[
s_k = -(H_k(z))^{-1} \nabla \phi(z), \quad (30)
\]
where $H_\phi$ is the Hessian of $\phi$, and then updating the guess

$$z_{k+1} = z_k + s_k. \quad (31)$$

The gradient of the objective can be written in terms of the Jacobian, $J_I(z) = \frac{\partial R(z)}{\partial z}$,

$$\nabla \phi(z) = J_I(z)' R(z). \quad (32)$$

For small residuals (i.e. good guesses) the Hessian converges to $H_\phi = J_I(z)' J_I(z)$. The equation defining the Newton step reduces to

$$s_k = -\frac{J_I(z)' R(z)}{J_I(z)' J_I(z)}. \quad (33)$$

Iteration is terminated when the magnitude of the residual is less than a specified tolerance, $R(z)' R(z) \leq \text{TOL}$.

5.5. Smoothing splines

Reinsch-type smoothing splines are defined by minimizing the function

$$E = p \sum_j (y_j - f(x_j))^2 + (1 - p) \int |f''(t)|^2 \, dt. \quad (34)$$

The sum in the first term on the right corresponds the least-square fit, while the integral in the second term corresponds to a minimization of curvature; $p$ is a user-specified parameter which determines the relative weighting of the two factors. We chose $p = (1 + (\Delta z / (Z_{max} - Z_{min}))^\gamma$, where $\Delta z$ is the z-step spacing, relative to the range of measured axial positions, of the LUT, because it qualitatively balances between over-fitting and over-smoothing.

5.6. Hermite spline knot reduction

Smoothing splines are simplified by recursive bisection, similar to the strategy outlined by Dung & Tjahjowidodo [23]. First, the densely-knotted target spline is evaluated at 5 evenly spaced points spanning its range. The resulting values are fit with a piecewise cubic Hermite spline and divided in half, creating two segments. For each segment, the 2-norm residual difference is calculated between each knot in the original spline and resulting simplified Hermite spline. If the average residual is above a given threshold, the segment is sub-divided and the process repeated.
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